CHAPTER-8  System Storage And File System Management


8 SYSTEM STORAGE OVERVIEW

Components of AIX Storage:

· Files

· Directories

· File Systems

· Logical Storage

· Physical Storage

· Logical Volume Manager
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PROBLEMS:

e Fixed partitions

e® Expanding size of the partition

eLimitation on size of a file system and a file
e Contiguous data requirement

o Time and effort required in planning ahead




Traditionally, disk partitioning has been implemented via partitions. Customers had to select the correct size for each partition before the system could be installed.

Each file system sits on a partition on the hard disk.

Changing the size of the partition and thus the file system is no easy task. It involves backing up the file system, removing the partition, creating new ones and restoring the file system.

A major limitation to partitions is that each partition has to consist of contiguous disk space.

This characteristic limits the partition to reside on a single physical drive. It cannot span multiple hard disks. Since file systems are always contained within a partition, no file system can be defined larger than the largest physical drive. 

This means that no single file can exist larger than the largest physical drive.
BENEFITS OF THE LVM:

· Logical volumes solve non-contiguous space problems

· Logical volumes can span disks

· Dynamically increase logical volume size

· Logical volumes can be mirrored

· Hard disks easily added to a systems


· Logical volumes can be relocated

· Volume group and logical volume statistics can be collected

All the above tasks can be performed dynamically that is, can be performed while users are on the system.
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PHYSICAL VOLUMES:

A physical volume (PV) is the name for an actual disk or hard drive. A PV can be internally attached or externally attached. When a physical volume is added to the system, a file called hdiskn (where n is the number allocated by the operating system.) is added to the /dev directory.

A PV can only belong to one VG.

VOLUME GROUP:

A Volume group (VG) is the largest unit of storage allocation. A VG consists of a group of one or more physical volumes (disks), all of which are accessed under one VG name. The combined storage of all the physical volumes makes up the total size of the VG. This space can be used by other storage entities like file systems and logical volumes. Volume groups are portable and can be disconnected from one system and connected to another system. All disks in the VG must move together. A volume group is broken down and manipulated as a collection of physical partitions (PP) which lie on the physical volumes within the volume group. The size of the PP's within a VG is constant.
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New PVs:
®Add to existing VGs
eCreate new VG

Why create new volume groups?
eSeparate user data from operating system files
eDisaster recovery

eData portability

eData integrity and security




When the system is installed, the root volume group (rootvg) is created. This is where the AIX operating system files are contained.

Additional disks can either be added to rootvg or a new volume group can be created for them. There can be up to 255 VGs per system.

If you have external disks, it is recommended that they be placed in a separate volume  group. By maintaining the user file systems and the operating system files in distinct volume groups, the user files are not jeopardized during operating system updates, reinstallations, and crash recoveries.

Maintenance is easier because you can update or reinstall the operating system without having to restore user data.

For security, you can make the volume group unavailable using varyoffvg.

PHYSICAL PARTITIONS:

A physical partition (PP) is a division of a physical volume. It is the basic unit of disk space allocation. For the disks larger than 4GB, the PP size will normally need to be changed. PP size can be changed in increments of the power of 2 up to 1024MB.

All PPs within a volume group are the same size and cannot be changed dynamically. The default PP size is 4MB. The default maximum number of Pps per PV is 1016. The physical partition size cannot be changed dynamically. However, the number of physical partitions per physical volume can be changed dynamically in multiples of 1016 (that is 1016, 2032, 4064 and so forth up to a maximum of 130,048).

In AIX 5.3, a Scalable VG can have a maximum PP size of 128GB.

All PPs within a volume group are the same size and cannot be changed dynamically. The  default size of the PPs is 4 MB. The default maximum number of PPs per PV is 1016. 

A volume group that contains a physical volume larger than 4.064 GB needs either a physical partition size greater than 4 MB or the physical volume must be allocated more physical partitions. The physical partition size cannot be changed dynamically. However, the number of physical partitions per physical volume can be changed dynamically in multiples of 1016 (that is 1016, 2032, 3048, 4064 and so forth up to a maximum of 130,048).

In AIX 5.3, a Scalable VG can have a maximum number of PPs per PV of 2,097,152.

Command to increase the physical partitions on PV within a VG:

# mkvg -t 2

The above command will allow 2032 (1016 * 2) Pps per PV. And this would allow us 2032 Pps per PV and the maximum numbers of Pvs is 16 (normal VG) or 64 (big VG).

Be aware that if you choose to have more than 1016 Pps per PV, you will decrease the maximum number of physical volumes supported in the volume group.

When the system is installed, the root volume group (rootvg) is created. The rootvg contains the AIX operating system files. Per system there can be 255 VGs. If you have external disks, it is recommended that they be placed in a separate volume group. Maintenance is easier because you can update or reinstall the operating system without having to restore the user data. You can make the volume group unavailable using varyoffvg.

In the Normal VG there are 32 physical volumes.

In the Big VG there are 128 physical volumes.
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The Volume Group Descriptor Area (VGDA) is an area of disk, at least one per PV, containing information for the entire VG. It contains the administrative information about the volume group. The administrative information of volume group implies a list of all logical volume entries, a list of all the physical volume entries and so forth. There is usually one VGDA per physical volume. The exceptions are when there is a volume group of either one or two disks.

QUORUM

A quorum is the way to evaluate VGDA copies is needed to ensure data integrity of management data that describes the logical and physical volumes in the volume group. And also based on the above it will be ensured, whether the volume group may activate and make it available for use. The quorum is equal to 51% or more of the VGDA available.

As it is not recommended to vary on the VG without a Quorum but should be done in an emergency.
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With successive versions of AIX, new type of volume groups have been introduced which allow for greater capacities and greater flexibility:

• Normal volume groups: When creating a volume group with SMIT or using the mkvg command, normal volume groups are the default.

• Big volume groups: This volume group was introduced with AIX 4.3.2. A big volume group must be created using the command line command mkvg -B. Beside increasing the number of PVs per VG, the big volume group also doubled the maximum number of LVs per VG from 255 to 512. Support for creating Big volume groups via SMIT was introduced in AIX 5.3.

• Scalable volume groups: This volume group was introduced with AIX 5.3. A scalable volume group is be created using the command line 

mkvg  -S.

The other physical limitation on the volume group is the number of physical partitions on a physical volume within the volume group. In AIX 4.3.1, the ability to increase the number of physical partitions (known as factor) was added. This is done using the command mkvg -t
# where the “#” is a multiplier for the number of PPs desired. The number is multiplied by 1016 and that becomes the new limit for PPs on PVs with a VG. 

For example, mkvg -t 2 would allow 2032 (1016*2) PPs per PV.

Changing the factor will affect the number of PVs in a volume group. The above charts show the relationship between the factor and the number of PVs in both types of VGs. 

If in our example of mkvg -t 2, this would allow us 2032 PPs per PV and the maximum number of PVs is 16 (normal VG) or 64 (big VG). To modify an existing VG, the command is chvg instead of mkvg.

The t factor is not needed or supported for the Scalable VGs.
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A physical partition is the smallest unit of allocation disk. Each logical partion maps to a physical partition which physically stores the data. That is the logical partitions within a volume group are the same size as the physical partitions within that volume group.

A logical volume consists of one or more logical partitions with the volume group. Logical volumes may span physical volumes if the volume group consists of more than one physical volume.

 Logical volumes do not need to contiguous within a physical volume because the logical partitions within the logical volume are maintained to be contiguous. The physical partitions they point to can reside anywhere on the physical volumes in the volume group. 

Logical volumes may be increased in size at any time, assuming that there are sufficient free physical partitions within the volume group. Through SMIT even the users are doing work in the logical volume, still  the size can be increased dynamically. However the logical volumes cannot be decreased easily and which require a file system backup and restore to a recreated logical volume.

If the logical/physical partition size is 4 MB then the logical volume will be multiple of 4 MB. Logical/Physical partition size can range from 1 MB – 1024MB.

In other word, the volume group is where the physical and logical views of storage meet or you can say it is both a physical view and a logical view.

Logical storage management limitation:

MAXPVS = 32 (128 for big volume group)

MAXLVS = 255 (512 big volume group)

LOGICAL VOLUME MANAGER (LVM):

The LVM consists of the logical volume device driver (LVDD) and the LVM subroutine interface library. The LVM controls disk resources by mapping data between a more simple and flexible logical view of storage space and the actual physical disks. The LVM does this using a layer of device driver code that runs above traditional disk device drivers.
LOGICAL VOLUME USAGE:

When you install the system, you automatically create one volume group (rootvg).
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The rootvg contains base sets of logical volumes required to start the system.

The rootvg contains:

· The Journaled or Enhanced journaled file system (/dev/hd4)

· The Paging space (/dev/hd6)

· The Journal log (/dev/hd8)

· Boot Logical Volume (/dev/hd5)

· Nothing (raw device)

You can create additional logical volume with the mklv command or using SMIT menu.

In a volume group the theoretical maximum number of user defined logical volumes is 255 (512 for big volume groups).

When you install the system, you automatically create one volume group (rootvg) which consists of a base set of logical volumes required to start the system. rootvg contains such things as paging space, the journal log, and boot data, each usually in its own separate logical volume.

You can create additional logical volumes with the mklv command or go through the SMIT menus. This command allows you to specify the name of the logical volume and to define its characteristics.

The theoretical maximum number of user-defined logical volumes per volume group is 255 (512 for big volume groups), but the true limit is determined by the total size of the combined physical volumes assigned to the volume group.

The native file system on AIX is the journaled file system (JFS), or the enhanced journaled file system (JFS2). They use database journaling techniques to maintain consistency. 

It is through the file system's directory structure that users access files, commands, applications, and so forth.
Paging space is fixed disk storage for information that is resident in virtual memory but is not currently being accessed. The journal log is the logical volume where changes made to the file system structure are written until such time as the structures are updated on disk. Journaled file systems and

enhanced journaled file systems is discussed in greater detail later in the course.

The boot logical volume is a physically contiguous area on the disk which contains the boot image.

A raw device is simply an empty logical volume. Sometimes an application, for example a database package, may require a raw device.

When you install the operating system, the dump device is automatically configured for you. By default, the primary device is /dev/hd6, which is the paging logical volume, and the secondary device is /dev/sysdumpnull. For systems migrated from versions of AIX earlier than 4.1, the primary dump device is what it formerly was, /dev/hd7.
FILE SYSTEMS IN AIX:

The native file system on AIX is the Journaled file system (JFS), or the Enhanced Journaled file system (JFS2). They use the database journaling techniques to maintain consistency. It is through the file system's directory structure that the users access files, commands, applications, and so forth.

PAGING SPACE:

This is fixed disk storage for information that is resident in virtual memory but is not currently being accessed.

JOURNAL LOG:

The journal log is the logical volume where changes made to the file system structure are written until such time as the structures are updated on the disk.

BOOT LOGICAL VOLUME:

The boot logical volume is a physically contiguous area on the disk which contains the boot image.

RAW DEVICE:

A raw device is an empty logical volume. Sometime an application, for example a database package, may require a raw device.

DUMP DEVICE:

The dump device will automatically create when you install the AIX operating system. The primary dump device is /dev/hd6, which is the paging logical volume and the secondary device is /dev/sysdumpnull.

For systems migrated from versions of AIX earlier than 4.1, the primary dump device is /dev/hd7.
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AIX supports seven file system types:

jfs 
 Journaled File System which exists within a Logical Volume on disk

jfs2
 Enhanced Journaled File System which exists within a Logical   Volume on disk

cdrfs
CD-ROM File System on a Compact Disc

udfs 
Universal Disk Format (UDF) file system on DVD

cifs
Common Internet File System accessed across a network (via AIX   Fast Connect)

nfs 
Network File System accessed across a network

procfs Proc File System maps processes and kernel data structures 

            to corresponding files

Although these are physically different, they appear the same to users and applications.

A file system is a directory hierarchy for storing files. It has a root directory and subdirectories. In an AIX system, the various file systems are joined together so that they appear as a single file tree with one root. Many file systems of each type can be created.
Because the available storage is divided into multiple file systems, data in one file system could be on a different area of the disk than data of another file system. 

Because file systems are of a fixed size, file system full errors can occur when that file system has become full. Free space in one file system cannot automatically be used by an alternate file system that resides on the same physical volume.
Difference between JFS and JFS2 filesystems
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When AIX is first installed on a stand-alone system there will be only six journaled file systems.

· / (root) = /dev/hd4

This file system is at the top of the hierarchical file tree. It contains the files and directories critical for system operations including the device directory and programs that complete the boot process. 

· /usr = /dev/hd2

This file system contains operating system commands, libraries and
 application programs. Can be shared across the network.

· /var = /dev/hd9var

This file system have variable spool and log files. The files in this file system vary considerably depending on system activity.

· /home = /dev/hd1

This file system contains users' home directories. This is traditionally where user data files are stored.

· /tmp = /dev/hd3

This file system provides space accessible to all users for temporary files and work space. Should be cleared out frequently.

· /proc = /proc

This is special file system to support thread, or light weight processes. This file system is not designed to store user files.

· /opt  = /hd10opt

Special file system to store freeware files

The /proc file system is created with the initial installation of AIX 5L Version 5.1 and later. Each process is assigned a directory entry in the /proc file system with a name identical to its process ID. In this directory, several files and subdirectories are created corresponding to internal process control data structures. Most of these files are read-only, but some of them can also be written to and be used for process control purposes. In addition, if a process becomes a zombie, most of its associated /proc files disappear from the directory structure.
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A file system is a structure that allows you to organize your data. It is one level in the hierarchy of you data. By placing data in separate file systems, it allows for ease of control and management of the data.

File systems can be placed on the disk in areas that provide the best performance.

Many times, backups and recoveries are done at a file system level.

Since the administrator determines the size of the file system, users are allocated only a certain amount of shared disk space. This helps to control disk usage. 

The administrator can also impose more granular control over that disk space by limiting how much space an individual user can use in a file system. This is known as file system quotas.

By having several different file systems, all of your data is not in one place. If a file system ever becomes corrupted, the other file systems will not be affected. Also, administrators can take a file system offline without affecting other file systems. 

This is helpful when  performing back ups or when limiting user's access to the file system for security reasons.
The /etc/filesystems file documents the layout characteristics, or attributes of the file system. It is in a stanza format which means a resource is named followed by colon and a listing of its attributes in the form of attributes = value. 

The /etc/filesystems file names the directory where the file system is normally mounted. The file system attributes specify all the parameters of the file system. They are as given:

check:   used by the fsck command to determine the default file systems to 

              be checked. True enables checking  

dev:
   for local mounts identifies either the block special file where the file
 

              system resides, or the file or the directory to be mounted.

mount:  used by the mount command to determine whether a file system 

             should be mounted by default.


POSSIBLE VALUES ARE:

automatic:   file system mounted automatically at system startup

true:
        file system mounted by the mount all command. This


                  command is issued during system initialization to


 

                  Automatically mount such file systems.

false:
        file system will not be automatically mounted.

type:
  used to group together related file systems which can all be 

            mounted with the 'mount -t' command.

vfs:
  specifies the type of mount. For example, vfs=jfs2

vol:
  used by the mkfs command when initiating the label on a new file 

             system 

log:
  The device to which log data is written, as this file system is 

            Modified. This option is only valid for journaled file systems.

account:    used to determine the filesystems to be processed by the             

                 accounting system.
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A file system has to be mounted in order for it to be available for use. Use the mount command or SMIT to do this. The file system can also be umounted using the umount or unmount command, or SMIT. These commands can be executed by either the root user or a member of the system group. Full path names must be used when specifying the  mount point.

It is possible to have file systems automatically mounted at boot time. This can be specified in the /etc/filesystems file using the mount=automatic or mount=true parameters.

If SMIT is used to create the file system, the mount point is created automatically.
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In order for users to get access to the data contained in a file system, it must be mounted. When the file system is mounted, it becomes a part of the hierarchical tree structure of files and directories. From the users perspective, there is no way to tell where one file system ends and another begins.
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It is possible to mount over files and subdirectories. The result is that the files and subdirectories that have been mounted over are now hidden from the users, that is, inaccessible. They have not been lost though. They are again accessible when the unmount command has been executed on the covering file system.

Not everyone has the authority to mount file systems randomly. Authority is based on two things: what the default mount point is, as specified in the file /etc/filesystems, and whether the user has write authority to that mount point. Users can issue file or directory mounts provided they belong to the system group and have write access to the mount point. They can do device mounts only to the default mount points mentioned in the file /etc/filesystems. root can mount anywhere under any set of permissions.
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# Isfs

Name Nodename Mount Pt VFS Size Options Auto  Account

Idev/hd4 — ! ifs 32768 —_— yes no
/dev/hd1 - /home jffs2 90112 —_— yes no
Idev/hd2 -— Jusr ifs 1277952 - yes no
/dev/hd9var - Ivar ifs 65536 —_— yes no
Idev/hd3 — Itmp ifs 65536 —_— yes no
Idev/cd0 —_— finfocd cdrfs  —— ro yes no
/dev/ivOO —_— /home/john jfs2 32768 w yes no
Iproc — Iproc procfs - — yes no

/dev/hd10opt - lopt ifs 65536 — yes no





lsfs also display information about CD-ROM file systems and remote NFS file systems.

lsfs [-q] [ -c | -l ] [ -v vfstype | -u mountgrp ][file system]

The data may be presented in line and colon (-c) or stanza (-l) format. It is possible to list only the file systems of a particular virtual file system type (-v), or within a particular mount group (-u). The -q option queries the superblock for the fragment size information, compression algorithm and the number of bytes per inode.

The SMIT fastpath to get to the screen which will accomplish the same task as the lsfs command is: # smit fs.
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The Logical Volume Manager menu is used to manage many aspects of the system's storage.

• Volume Groups - This menu provides facilities to manipulate the volume groups in the system. The Define a Fixed Disk to the Operating System menu duplicates some items on this menu.

• Logical Volumes - This menu provides facilities to manipulate the logical volumes in the system. Logical volumes which contain journaled file systems, paging space or dump volumes can also be manipulated from their respective menus. However, the facilities on this menu give a much lower level of control over the characteristics of the logical volume. For example, features such as partition allocation policy and mirroring for a logical volume, can only be set using this menu. This menu is also used when a logical volume which does not contain an AIX file system, and so forth, is being manipulated.
• Physical Volumes - This option allows the user to configure the physical volumes (fixed disks) in the system. This menu duplicates options on the Fixed Disks menu of Devices.

• Paging Space - This option allows a user to add, delete, activate and list the paging spaces available.

The Web-based System Manager can also be used to manage the Logical Volume Manager.
[image: image20.png]Volume Groups

Volume Group

ePhysical Volume (PV) hard disk
e\/olume Group (VG) collection of related

disks (PVs)




Physical Volume - hard disk. There is a limit of up to 128 PVs per volume group.

A Volume Group is a collection of related PVs on a processor that:

• Are not members of another VG

• Share a single physical partition size

When you install your AIX system, one volume group called rootvg is automatically  created.

There can be a maximum of 255 VGs per system.

A PV that supports removable media should be assigned to a VG containing itself and no other members.
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The lsvg command can be used to list information about the status and content of a particular volume group, for example lsvg Volumegroup.

The output provides status information about the volume group. The most useful information here is:

State (active or inactive/complete if all PVs are active)

PP size (4 MB by default)

Total number of PPs

Number of free PPs
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#1svg -p rootvg

rootvg:
PV_NAME PV_STATE TOTAL PPs FREE PPs FREE DISTRIBUTION

haisk0 active 159 52 24.00.00..00.28
hisk 1 active 159 78 32.02.00.12.32





lsvg -p Volumegroup

This gives information about all of the physical volumes within the volume group. The information given is: PV Name, PV State (active or inactive), Total number of PPs, Number of free PPs and how the free space is distributed across the disk (outer edge..outer middle..center..inner middle..inner edge).

Free distribution is the number of physical partitions allocated within each section of the physical volume: outer edge, outer middle, center, inner middle, inner edge.
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lsvg -l Volumegroup

This gives information about all of the logical volumes within the volume group. The details given are: LV name, Type of LV (for example, file system, paging), number of LPs, number of PPs, number of PVs, LV state and, if the LV contains a journaled file system the mount point is also given.
[image: image25.png]Adding Volume Groups

# smit mkvg

Add a Volume Group

Type or select values in entry fields.
Press Enter AFTER making all desired changes.

Volume GROUP name
Physical partition SIZE in megabytes

[Entry Fields]
[1

R

* PHYSICAL VOLUME names ¥l
Force the creation of a volume group? no
Activate Volume group AUTOMATICALLY yes
atsystem restart
Volume Group MAJOR NUMBER n +#
Create VG Concurrent Capable? no +
Fi=Help F2=Refresh  F: Fa=List
F5=Reset F6=Command F: F8=Image

F9=Shell F10=Exit Enter=Do





The mkvg command is used to create a volume group. A new volume group must contain at least one physical volume. The -y option is used to indicate the name for the new volume group. If this is not specified, a system generated name is used. The -s option is used to specify the physical partition size in MB which must be a power of 2. 

The default is the smallest PP size consistent with the Max PP/PV and the largest PV in the VG. The -n option means that the volume group is not automatically activated at system startup. This should be done for external disks that may not always be available to the system.
The Volume Group MAJOR NUMBER on the SMIT dialog screen is used by the kernel to

access that volume group. This field is most often used for High Availability Network File

System (HANFS) and High Availability Cluster Multi-Processing (HACMP) applications.
SMIT command to create volume group.

# smit mkvg


Command line to create volume group. 

# mkvg -s 2 -t 2 -y datavg hdisk1



'-s'   is used to specify the physical partition size in MB which must be a 

       Power of 2. The default is 4MB.

 '-t'   is the factor, changes the limit of number of physical partitions per 

       physical volume within the volume group. 

The factor should be 1 and 16 for 32 Pvs (MAXPV for normal VG) volume group and 1 and 64 for 128 Pvs (MAXPV for large VG) volume group. 

If the factor=2,   then the number of physical partitions per PV within VG will be (factor X 1016) i.e., 2032 physical partitions. And
 the number of Pvs within the volume group will be (MAXPV / factor)
 i.e., (32 /2) = 16 Pvs in a VG.

In short 2032 physical partitions per physical volume of 16 Pvs volume group. Similarly, 4064 physical
 partitions per physical volume of 8 Pvs volume group. 'y' option is used
 to indicate the name for the new volume group. '-n' option means that the volume group is not automatically    activated at the system startup. This should be done for the external disks that may not always be available to the system.


The Volume group MAJOR NUMBER in SMIT is used by the kernel to access that volume group. This field is most often used for High Availability Network File System (HANFS) and High Availability Cluster Multi-Processing (HACMP) applications. The two items on the SMIT dialog screen referring to concurrent mode operation have no meaning on systems without HACMP installed. These items are valid on AIX 4.2 and later.

There is a separate smit panel for adding a Big Volume Group which is identical to this panel.
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There is a separate smit panel for Adding Scalable VGs. Besides creating a different format VGDA, the administrator has the option to set the Maximum PPs per VG and the Maximum LV for the VG.

Note that in non-scalable VGs, LVM allows tuning of the number of PP for each PV via the t factor. In scalable VGs the PPs are managed on a VG wide basis.

The max number of LVs was fixed depending upon the type of VG. Now in the Scalable VG the maximum is tunable.
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Once the VG has been created we can do four operations on the VG.

We can modify the attributes of the VG. We can increase or decrease the size of the VG by adding or removing physical volumes. And we can reorganize the VG.
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The chvg command is used to change the startup characteristics of a volume group. The -a y option sets the volume group to be used at startup. The -a n option resets this characteristic to no.

Once a VG has been set up, there are only a few attributes that can be

changed. The third option determines if the VG is automatically varied off (deactivated) after losing its quorum of PVs. Selecting 'no' means that the VG stays active until it loses all of its PVs. However, note that if this option is set to 'no' then you are in danger of having backdated VGDAs. 

To activate a non-quorum user-defined volume group, all of the

physical volumes within the volume group must be assessable or the activation fails.

If the VG is a Scalable VG, then you may change the MAX PPs/VG and the MAX LVs/VG. 

You will note that the screen says the units are in “kilobytes”. This is misleading text. The value is simply a count in units of 1024 PPs. For example, a value of 2 would indicate 2048 PPs per VG. The default is 32 (32,768 PPs). Allowable values are powers of 2 up to 2048 (2,097,152 PPs).
[image: image29.png]Removing Volume Groups

# smit reducevg2
Remove a Volume Group.

Type or select values in entry fields.
Press Enter AFTER making all desired changes.
[Entry Fields]
* VOLUME GROUP name 1§l +

Fi=Help
F5=Reset F6=Command
F9=Shell F10=Exit Enter=Do





If there are no physical volumes in a volume group, you can use the smit reducevg2 fastpath to remove the volume group.

The Remove a Volume Group menu item does not have a corresponding high-level command. The correct way to remove a volume group is to use the Remove a Physical Volume from a Volume Group option (reducevg command). 

This removes the volume group when you remove the last physical volume within it.

The syntax of the reducevg command is:

reducevg [-d] [-f] VolumeGroup PhysicalVolume
Here,

'-d'    deallocates the existing logical partitions and then deletes the


         resultant empty logical volume from the specified physical volumes.
 

‘-f’   User confirmation required unless -f flag is added.
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To add a disk to the volume group, use the extendvg command or smit panel. This will format the disk into Physical Partitions and then add these to the PP mapping maintained in the VGDA for the Volume Group. 

The space on the new disk will now be available to be  allocated to Logical Volumes in the is Volume Group. Note that using extendvg to add a

disk implies that you do not want to keep any information that was previously stored on that disk.

To remove a disk from the volume group, first be sure to free up all the storage on the disk by either deleting the logical volumes or migrating them to some other disk in the VG. Once there are no logical volumes on the disk we can remove that disk from the VG by using the reducevg command.

Add a Physical Volume to a Volume Group

extendvg -f Volumegroup hdiskn
The extendvg command is used to add a new physical volume to an existing volume group. The fixed disk must be installed in the system or connected to it externally, and must be powered on.

If the existing data on the disk shows that it is part of another volume group, the -f option forces the addition of the disk to the volume group without requesting confirmation. Use this option when adding a disk which has been previously used but which contains no data that is required any further.

Remove a Physical Volume from a Volume Group

reducevg [-d] Volumegroup hdiskn

The reducevg command is used to remove a physical volume from a volume group. If it is the last physical volume, the volume group is removed.
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The logical track group size corresponds to the maximum allowed transfer size for disk I/O.

In other words, to take advantage of larger transfer sizes and achieve better disk I/O performance.

AIX supports logical track group size of 128KB, 256KB, 512KB and 1024KB.

Find the LTG size

You can find the maximum supported logical track size for each physical disk. Use the lquerypv command with the -M argument. The output gives the maximum logical track  group size in KB. Here is an example:

# lquerypv -M hdisk0

256

Set the LTG size

The default logical track group size is 128 KB. The maximum allowed value is the smallest maximum transfer size supported by all disks in a volume group. 

This value can be changed by using either of the following commands:
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To change the LTG size, the volume group must be varied on, the logical volumes must be  closed, and file systems must be unmounted.

# chvg -L 256 testvg
To change the LTG size, the volume group must be varied on, the logical volumes must be closed, and file systems must be unmounted.

[image: image33.png]Variable LTG Size

@ AIX 5.3 dynamically sets LTGsize
# Calculated at each VG activation
® Largest size supported by all PVs
® mkvg -L no longer supported

@ Override: varyonvg -M <LTGsize>
« Enable of old VGs using chvg -L 0





Before AIX 5.3, one would either let the system default the Logical Track Group Size to 128KB or would have to set it ones self using the -L option on either the mkvg or the chvg commands. One would have to use the lquerypv command to discover the largest LTGsize supported by all the disks in the VG.

In AIX 5.3, LVM dynamically discovers the optimal LTGsize at each varyonvg of the VG.

The -L option is no longer supported on the mkvg, though the defined LTGsize of previously created VGs stay in effect and you may change those with the chvg -L option.

If you would like those previously created VGs to use the new dynamic LTG capability, just set the LTG size to zero. That allows LVM to determine the best size the next time the VG is activated.
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LVM HOT SPARE

A hot spare is a disk or group of disks used to replace a failing disk.

LVM marks a physical volume missing due to write failure. It then starts the migration of data to the hot spare disk.

MINIMUM HOT SPARE REQUIREMENT:

· Spares are allocated and used by volume group

· Logical volumes must be mirrored

· All logical partitions on hot spare disks must be unallocated

· Hot spare disks must have at least equal capacity to the smallest disk


    already in the volume group. Good practice dictates having enough hot
 

    spares to cover your largest mirrored disk.

COMMANDS:

Command to mark hdisk1 as a hot spare disk:

# chpv -hy hdisk1

-hy 
'-h' is a policy argument of hot spare policy.

'-hy'    option tells to start automatic migration from one failing disk to

   

          one spare disk. It will take the smallest disk which is big

 

            enough to substitute for the failing disk from the pool of hot

 

            spare disks.

Command to set the automatic migration policy which uses the smallest hot spare that is large enough to replace the failing disk, and automatically tries to synchronize stale partitions:

# chpv -hy -sy newvg

‘-sy’   Stale partitions synchronization to 'yes'.
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Synchronization policy

There is a new -s argument for the chvg command that is used to specify synchronization characteristics.

The following two values are valid for the synchronization argument (-s):
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STEPS TO SETUP HOT SPARING:

· Decide which volume group with mirrored logical volumes require high availability

· Decide how many hot spare disks are required, and how large the hot spare disks must be, based on the existing disks in the volume group

· Use extendvg command to add the hot spares to the volume groups which they are to protect

· Decide which hot spare policy will be most effective for your volume groups

· Use the chpv command to designate the selected disks as hot spares

· Use chvg to set the synchronization policy
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Mention that hot spare capability is a major advantage to the unattended data center. A data center that is attended, but not 24X7, or has limited system administrator attention would also benefit from hot spares.

These commands are not replacements for the sparing support available with SSA and SCSI disk arrays; they complement it. You can also use it with SSA and SCSI disk arrays when you add one to your volume group.
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The varyonvg command is used to activate a volume group that is not activated at system startup (or has been added to the system since startup.)

The -f option is used to force a volume group online. This is needed if you have lost quorum but still want to varyon the VG. If you are using no quorum, then it is needed to bring the VG online if any VGDA is lost.

The varyoffvg command is used to deactivate a volume group. No logical volumes should be open when this command is issued. Removing a disk without deactivating the volume group could cause errors and loss of data in the volume group descriptor areas and the logical volumes within that volume group.

In AIX 5.3 a new option -M was added to allow the specification of a Logical Track Group size for the VG, instead of allowing LVM to determine it dynamically.
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If you have a volume group on one or more removable disks that you want to access on another system, you must first export the volume group from the current system using the exportvg command. 

This removes any information about the volume group from the

system. To export a volume group it must be inactive.

To access an exported volume group on a system, it must be imported to the system using the importvg command. Do not attempt to import a rootvg. 

Also, unless instructed to do so by support personnel, never interrupt an LVM command.
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Modern storage subsystems have the ability to increase the size, that is, RAID arrays. The following command examines all the disks in the volume group to see if they have grown in size. If any disks have grown in size it attempts to add dynamically additional PPs to the PVs. If necessary, the proper t-factor is applied or the volume group is converted to a big

VG.

# chvg -g testvg

The following command turns on the bad block relocation policy of a volume group.

# chvg -b y testvg

The following command turns off the bad block relocation policy of a volume group.

# chvg -b n testvg

Bad block relocation policy should be turned off for RAID devices and storage subsystems unless the manufacturer tells you otherwise.
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LOGICAL STORAGE:

A logical volume is a set of logical partitions which may span across the physical volumes as long as the physical volumes are in the same volume group.

A file sits on top of logical volume.

A logical volume can dynamically extended

A theoretical limit of logical volume is 512 Lvs per VG.

LOGICAL PARTITIONS:

Logical partitions are mapped one-to-one to physical partitions unless there is mirroring.
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When creating a logical volume you can implement mirroring of the logical partitions of the logical volume. This means that either two or three copies are kept on the disk of the logical  partitions so that the data is still intact and available in the event of a disk failure. 

Normally, each copy must reside on a separate disk, but this restriction can be removed if required. Physical partitions do not need to be contiguous.
Implementing mirroring inhibits the performance of the logical volume. However, this can be partly overcome by setting the scheduling policy for logical partition copies. 

The scheduling policy determines how reads and writes are conducted to a mirrored logical volume. The following table describes the four possible scheduling policies.
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Mirroring scheduling policies, such as parallel and parallel/round-robin, can allow  performance on read-intensive mirrored configurations to be equivalent to non mirrored ones.

The sequential policy is used to make certain no writes are lost.

Typically, performance on write-intensive mirrored configurations is less than non-mirrored.
Mirroring scheduling policies, such as parallel and parallel/round-robin, can allow performance on read-intensive mirrored configurations to be equivalent to non mirrored ones.

The sequential policy is used to make certain no writes are lost.

Typically, performance on write-intensive mirrored configurations is less than non-mirrored.
When turning on mirroring for an existing logical volume, the copies have to be synchronized so the new copy contains a perfect image of the existing copy at that point in time. 

This can be done by using the -k option on the mklvcopy command at the time mirroring is turned on or with the syncvg command at a later time. Until the copies are synchronized, the new copy is marked stale.
MIRROR WRITE CONSISTENCY:

Mirror Write Consistency (MWC) ensures data consistency on logical volumes in case a system crash occurs during mirrored writes. LVM makes an update to the MWC log that identifies what areas of the disk are being updated before performing the write of the data. This results in a performance degradation during random writes.

Two methods of handling MWC:

· Active, the existing method

· Passive, the new method

In the Passive method reduces the problem of having to update the MWC log on the disk. This method logs that the logical volume has been opened but does not log writes. If the system crashes, then the LVM starts forced synchronization of the entire logical volume when the system restarts.
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COMMANDS:

mklv –w y|a|p|n

chlv –w y|a|p|n

The option ‘-y’ for Active = yes, means each write is logged to the MWC log. When the volume group is varied online, the log is used to make logical partitions consistent. This is default for mirrored logical volumes.

The option ‘-p’ for Passive=yes, means the volume group logs that the logical volume has been opened. 
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After a crash when the volume group is varied on, an automatic forced synchronization of the logical volume is started. Consistency is maintained while the synchronization is in progress by propagating the blocks being read to the other mirrors in the logical volume. The passive method is only available on a volume groups with the big volume group format.

Support for the passive option

The passive method is only available on volume groups with the big volume group format since they have space to store a flag for each logical volume. Big volume groups allow up to 512 logical volumes and 128 physical volumes per volume group.

Purpose of the MWC

The purpose of the MWC is to guarantee the consistency of the mirrored logical volumes in case of a crash. The consistency of the filesystems is guaranteed by the JFS logs.
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Striping is a technique for spreading the data in a logical volume across several disks, such that the I/O capacity of the disk drives can be used in parallel to access data on the logical volume. The primary objective of striping enables very high-performance reading and writing of large sequential files. 

In the non-striped logical volumes, data is accessed using addresses to data blocks within physical partitions, whereas in the striped logical volume, the data is accessed using addresses to stripe units.

The size of the stripe unit is specified at creation time. It is specified as a power of two in the range of 4KB to 128KB.

The limitations are as follows:

• The number of physical partitions allocated to a striped logical volume    must be able to be evenly distributed among the disks

• At least two physical volumes are required

• Use as many adapters as possible

• Create on a volume group dedicated to striped logical volumes
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Prior to AIX 5.3, if you had a striped LV that completely filled the capacity of the disks that formed its stripe width and you needed more room to grow the logical volume it was not easy. 

You needed to back up all the data, re-create the VG with a larger strip (more disks), and then recover the data.

In AIX 5.3, you are allowed to increase the Logical Volume by growing the LV onto another set of disks equal to the existing stripe width. There is no need to back up, redefine, and then restore the data. It is done dynamically.

In this environment each additional stripe width of disks is called a striped column.
LOGICAL VOLUME POLICIES
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The Intra-physical volume allocation policy indicates where on the physical volume partitions will be allocated to the logical volume. The choices are: center, middle, edge, inner edge, and inner middle. This location of data will impact performance.

The inter-physical volume allocation policy indicates how many physical volumes can be used to contain the physical partitions of the logical volume. The maximum number of physical volumes that can be used by the logical volume can be specified (this is normally set to the number of physical volumes in the volume group). 

The range of volumes used can be: minimum (only allocate partitions on one physical volume, or as many as there are copies) or maximum, (allocate partitions across all physical volumes up to the maximum number of physical volumes.)
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The mklv command creates a logical volume. The name of the logical volume can be specified or alternatively a system-generated name will be used. The volume group the logical volume will belong to and size (in logical partitions) must be specified. 

Other characteristics that can be set are the allocation policy, copies (mirroring), scheduling policy and striping. Using mklv from the command line you can now specify blocks (b,B), KB (k,K), MB (m,M) and GB (g,G) rather than number of partitions.

# mklv -y newlv1 datavg 1

# mklv -y newlv2 datavg 1b

# mklv -y newlv3 datavg 1k

# mklv -y newlv4 datavg 1m

# mklv -y newlv5 datavg 1g

The system does a rounding to the PP size of the volume group.
COMMANDS:

To get SMIT menu for logical volume:


# SMIT lv

To show characteristics of the logical volume:

# lslv –l lv00

To show the logical partition map:


# lslv –m lv00
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#1slv -1 Iv00

Iv00:/home/john
PV COPIES IN BAND DISTRIBUTION
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Logical Partition map:

#lIslv -m Iv00
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lslv -l lvname

This gives information about the distribution of a particular logical volume's logical partitions for each physical volume. The information includes the number of logical partitions on the disk and its copies, if any, on that disk; the percentage of physical partitions which match the intra-physical volume allocation policy; the distribution of physical partitions on the physical volume (outer edge, outer middle, center, inner middle, inner edge).

Copies can be interpreted as:
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The IN BAND attribute shows the percentage of the physical partitions on the physical volume that belong to the logical volume and were allocated within the region specified by the intra-allocation policy.

Distribution

There is a relationship between the numbers 000:000:007:003:000 and 010:000:000 whereby the 007:003 numbers indicate the distribution of the 010. The interpretation is: of the 10 PPs, 7 PPs are located in the center and 3 PPs in the inner-middle of the disk,   respectively.

lslv -m lvname

This gives a map of which physical volumes contain which physical partitions for the logical partitions of the logical volume. Three columns are given, one for each copy of a logical partition.
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The rmlv command removes a logical volume. The -f option prevents the command from prompting for confirmation.

Do not use rmlv to remove journaled file systems or paging space volumes. 

These high-level structures have information relating to them saved in the ODM database and in files such as the /etc/filesystems file. This information is not removed by the rmlv command. You should used the appropriate command for that type of data structure.
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The chlv command is used to change the characteristics of a logical volume.

Characteristics that can be changed are the allocation and scheduling policies and the permissions. (When a logical volume is created it always has read/write permission, but this can be changed to read-only later.)

You can change the name of a logical volume using the chlv command with the -n option. No other chlv options can be specified if -n is used.

The size of a logical volume may be increased at any time, assuming that there is sufficient space in the volume group. 

To do this the extendlv command is used. You can now specify

blocks, KB, MB and GB rather than number of partitions. You can set the allocation policies for the new partitions to different values than used by the original logical volume.

The size of a logical volume may not be decreased automatically. To make a logical volume  smaller, back it up, delete it, create a new logical volume of the desired size  and restore the data.
Showing lv characteristics:


# lsvg –o | lsvg –il 



 –il option of the lsvg reads the list of volume groups from the standard input and list the logical volumes within them.

Command to show the characteristics of a logical volume.

# lslv lv02
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The mklvcopy command is used to add copies (mirroring) to a logical volume that has none or to increase the copies from two or three. Specify the logical volume to change the desired total number of copies. This only succeeds if there are enough physical partitions to satisfy the requirements on the physical volumes that are specified to be used (that is, if all copies are to be on different physical volumes).

Also, in order for the copies to match, the logical volume has to be synchronized using the syncvg command. This can be done with the -k option when the copy is originally started.

It can be done later using the syncvg command. The rmlvcopy command is used to reduce the total number of copies for a logical volume.

Specify the desired total number (for example, two if you are reducing the number of copies from three to two). The rmlvcopy command allows you to specify which disk to remove the copy from.

Once a logical volume has been created, striping cannot be imposed or removed.
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If the intraphysical volume policy (center, middle, edge, and so forth) is changed after the LV is created, the physical partition will not relocate automatically.

The reorgvg command is used to redistribute the physical partitions of the logical volumes of a volume group according to their preferred allocation policies. This should improve disk performance. Preference is given in the order listed on the command line.

 reorgvg volumegroup [lvname]

# reorgvg vg3 lv04 lv07

In AIX V4.2 and later, if you enter the reorgvg command with the volume group name and no other arguments, the entire volume group is reorganized.
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The physical partition is a fixed size, contiguous set of bytes on a physical volume (PV). The physical partition (PP) must be the same size across an entire VG. In a system have multiple VGs, the PP size may be different to different VGs.

A PP can be 1 – 1024MB. By default 1016 PPs per PV. Increasing the numbers of PPs will reduce the total number of disks that can exist in the volume group.

Big Volume Groups are available with 4.3. 

They can be created with mkvg –B or chvg –B.
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Scalable Volume Groups (AIX 5.3) do not need to make a trade off between the max # of PPs/PV and the max # of PVs for the VG. They can have 1024 PVs with up to 2,097,152 PPs for the VG. 

The maximum number for PP is no longer on a PV by PV basis; it is a VG

wide allocation. They can be created with the mkvg -S or chvg -S commands.
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#Ispv hdisk0

PHYSICAL VOLUME:  hdiskO VOLUME GROUP:
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STALE PARTITIONS: 0 ALLOCATABLE:

PP SIZE: 4 megabyte(s) LOGICAL VOLUMES:
TOTAL PPs: 95 (380 megabytes) VG DESCRIPTORS:
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List All Physical Volumes in System actually uses the undocumented command getlvodm -C to list the physical volumes in the system.

The lspv command with no parameters can be used to list the physical volume name, PV identifier and volume group for all physical volumes in the system.

The lspv pvname command gives status information about the physical volume. The most useful information here is: state (active or inactive), number of PP copies that are stale (are  not up to date with other copies), total number of PPs, number of free PPs and distribution

of free space on the PV.
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# Ispv -l hdisk0

hdisko:

LV NAME LPs PPs DISTRIBUTION MOUNT POINT
hd1 12 12 00..00..00..12..00 /home

hd3 3 3 00..03..00..00..00 tmp

hd2 29 29 00..00..17..12..00 lusr

hd4 13 13 00..00..13..00..00 !

hds 1 1 00..00..01..00..00 N/A

hdé 00..00..00..08..00 N/A

hd5 01..00..00..00..00 N/A
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#Ispv -p hdisk0

hdisko:

PP RANGE STATE REGION LV NAME TYPE MOUNT POINT|
1-1 used outer edge hd5 boot N/A
2-31 used outer edge hd2 jfs Ilusr
32-32 free  outer edge

33-40 used outer middle hdé paging N/A
41-64 free  outer middle

65-65 used center hds jfslog N/A
66-66 used center hd4 ifs 1
67-73 used center hd2 jfs lusr
74-74 used center hd9var ifs Ivar
75-76 used center hd3 jfs tmp
77-77 used center hd1 jfs2 /home
78-84 used center hd2 jfs Ilusr
85-92 used center paging00 paging N/A
93-95 used center hd10opt jfs lopt
96-159 used inner middle hd2 ifs fusr





lspv -p pvname lists all the logical volumes on a disk and the physical partitions to which its logical partitions are mapped. It is listed in physical partition order and shows what partitions are free and which are used, as well as the location; that is, outer edge, outer middle, center, and so forth.
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To add a physical volume to the system, the option performed is the Add a Disk option from the Fixed Disks menu under Devices. This adds the disk and assigns it an hdisk number. Once the disk has been added, it needs to be added to a volume group so that it can be used. Refer to the Volume Groups or Define a Fixed Disk to the Operating System menus.

The alternative method is to power down the system, connect the new disk to the system, power up the system, and in so doing cfgmgr is invoked, which picks up the new device (if it is a detectable device).

In AIX V4.3.1 and later, if you wish to add a disk that exceeds the 1016 PP/PV limitation to a pre-existing volume group, first convert the volume group so that it can hold multiples of 1016 partitions per disk. This is done using the chvg -t (factor) command, where factor is a value between 1 and 16. 

Thus, the maximum number of physical partitions per physical

volume for this volume group changes to factor multiplied by 1016.

The migratepv command can be used to move all partitions (or partitions from a selected LV) from one physical volume to one or more other physical volumes in the same volume group. This would be used if the physical volume is about to be taken out of service and removed from the machine or to balance disk usage.
Command to move the contents of a physical volume:


# migratepv –l lv02 hdisk0 hdisk6

If you wish to add a disk that exceeds the 1016 PP/PV limitation to preexisting volume group, first convert the volume group so that it can hold multiples of 1016 partitions per disk. 

This is done using the ‘chvg –t (factor) command, where the factor is a value between 1 and 16.

Command to gathering the statistics of logical volumes or an entire volume group.

# lvmstat –e –v rootvg


where -e     Enable the gathering of statistics.





-v     Specifies the name of the volume group to work on.

Command to move the physical partitions:



# migratelp hd3/1 hdisk1/109


The command migratelp tells mirror copy 1 of logical partition 1 of logical volume hd3 migrated to physical partition 109 of hdisk1. The ‘migratelp’ command will not work with partitions of striped logical volumes.

SUMMARY
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