CHAPTER-6 System Startup and Shutdown

6 THE STARTUP MODES:

  Normal Mode

	Login Prompt

All Processes Running

Multi-User Mode






System Management Services




	Not AIX

Runs from FIRMWARE

Sets Boot List










Maintenance Mode



	Maintenance Menu

Recover Root Password

Fix Machine That Won’t Boot













Diagnostics
	AIX Diagnostics




When you power on your RS/6000, one of the first things it does is determine which device it should use to boot the machine. By default, the machine uses the normal boot list which usually contains one or more hard drives. When the machine does a normal boot, it will complete the full AIX boot sequence and start processes, enable terminals and generate a login prompt to make it available for multi-user access. It also activates the disks, sets up access to the files and directories, starts networking and completes other machine specific configurations.

Another boot option for the RS/6000 is to boot machine specific code called the System Management Services (SMS) programs. These programs are not part of AIX. This code is shipped with the hardware and is built-in to the firmware. This can be used to examine the system configuration and set boot lists without dependency on an operating system. It is invoked during the initial stages of the boot sequence using the F1 key.

If your system does not boot or you have lost the root password, you need to boot your machine using bootable media other than the hard drive (like an installation CD or bootable backup - mksysb tape). This boots you into maintenance mode. To do this, you need to ensure that the device that contains your alternate boot media (CD or tape) is in the boot list. When you boot from the new media, you are given backdoor access to your system.

By pressing the F5 key you use the default firmware bootlist which always contains the CD as boot media.

There is one other boot option - that is to boot into diagnostics. This can be accomplished by using bootable media specifically designed for diagnostics or the diagnostic mode is invoke when the hard drive is the boot device during a service boot. 

All machines have a normal boot list and one or more service boot lists. The 

normal boot list is the default boot list. The service boot list is invoked (like SMS) during the initial stages of the boot sequence using function key F6. 

When connecting to systems via TTYs and with certain newer models, you have to use the 1, 5, and 6 keys as there are no F-keys.
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If you want to set the boot lists or view the system hardware configurations without the aid of AIX, you can use the System Management Services (SMS) programs.

To invoke SMS, power on (or reboot) the system. You hear one beep when the machine first powers on. About 30 to 45 seconds later, you hear a different tone. This is what you are listening for. Also, you probably hear the monitor activate. You have about a 15 second time frame to press F1. If you hear the music play, you've waited too long. 

As the monitor warms up, you might see hardware icons appear on the screen. You want to press the F1 key before it reaches the last hardware device (speaker). Don't wait for the screen to warm up however, because many times as the icons are beginning to appear, the music is sounding and it is too late.

Timing is everything!

Above is an example of a System Management Service main menu. The exact configuration of the menu will vary depending on the model of PCI RS/6000 system being used. 
Another boot option for the RS/6000 is to boot machine specific code called the System Management Services (SMS) programs. These programs are not part of AIX. This code is shipped with the hardware and is built-in to the firmware. This can be used to examine the system configuration and set boot lists without dependency on an operating system. It is invoked during the initial stages of the boot sequence by pressing numeric 1 key, when icons appear and tones sound. The four main services are:


Config
-
View the hardware configuration of the system


Boot

-
View or change the boot device order list


Utilities 
-
Set power-on and supervisory passwords, and 

                                         Enabling unattended start mode, view vital 

                                         Product data, view the error log, select active 

                                         Console and updating the firmware.

          Exit 

-
Return to previous screen.

MAINTENANCE MODE / DIAGNOSTIC MODE:

If your system will not boot or your have lost the root password, you will need to boot your machine using bootable media other than the hard drive (like an installation CD or bootable backup – mksysb tape). This will boot into the “maintenance” mode. To do this, you need to ensure that the device that contains your alternative boot media (CD or tape) is in the boot list. When you boot from the new media, you will be given “backdoor” access to your system.

There is one other boot option – that is to boot into diagnostics. This can be accomplished by using bootable media specially designed for diagnostics or the diagnostic mode is invoked when the hard drive is the boot device during a “service” boot.

PCI RS/6000 STARTUP PROCESS

The AIX kernel is the core of the OS and provides basic services like process, memory and device management. The AIX kernel is always loaded from the Boot Logical Volume (BLV), there is copy of the AIX kernel in the hd4 filesystem (under the name /UNIX), but this program has no role in system initialization. Never remove /UNIX, because it is used for re-building the kernel in the BLV.
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THE BOOT PROCESS

The boot process involves the following steps:

· After powering on a machine the hardware is checked and initialized. This phase is called the POST (Power-On Self Test). The goal of the POST is to verify the functionality of the hardware.

· After the POST is complete, a boot logical volume (BLV or boot image) is located from the boot list and is loaded into memory. During a normal boot, the location of the BLV is usually a hard drive. Besides hard drives, the BLV could be loaded from tape or CD-ROM. This is the case when booting into maintenance or service mode. If working with NIM (network install manager), the BLV is loaded via the network.

· System Read Only Storage (ROS) is specific to each system type. It is necessary for AIX 5 L versions 5.3 to boot, but it do not build the data structures required for booting. It will locate and load bootstrap code. System ROS contains generic boot information and is operating system independent.

· Software ROS (also named bootstrap) forms an IPL control block which is compatible with AIX 5L Version 5.3, takes control and builds AIX 5L specific boot information. A special file system located in memory and named RAMFS file system is created. Software ROS then locates loads and turns control over to AIX 5L boot logical volume (BLV). Software ROS is AIX 5L information created based on machine type and is responsible for completing machine preparation to enable it to start AIX 5L kernel.

· A complete list of files that are part of the BLV can be obtained from directory /usr/lib/boot. The most important components are the following:
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The AIX kernel is the core of the operating system and provides basic services like process, memory and device management. The AIX kernel is always loaded from the boot logical volume.

The boot commands are programs that are called during the boot process. Examples are bootinfo, cfgmgr and more.

The boot logical volume contains a reduced copy of the ODM. During the boot process many devices are configured before hd4 is available. For these devices the corresponding ODM files must be stored in the boot logical volume.

After starting the kernel, the boot script rc.boot gets control over the boot process. In the first phase (it is called by init with rc.boot 1), the base devices are configured. In the second phase (rc.boot 2), the rootvg is activated (or varied on).  After activating the rootvg at the end of rc.boot 2, the kernel destroys the RAM file system and accesses the rootvg file systems from disks. The init from the boot logical volume is replaced by the init from the root file system hd4. This init processes the /etc/inittab file. Out of this file, rc.boot is called a third time (rc.boot 3) and all remaining devices are configured.

· Boot phase 1

During this phase, the following steps are taken:

· The init process started from RAMFS executes the boot script rc.boot 1. If init process fails for some reason, code c06 is shown on LED display. At this stage, the resbase command is called to copy a partial image of ODM from the BLV into the RAMFS. If this operation is successful LED display shows 510, otherwise LED code 548 is shown.

· After this, cfgmgr –f command reads the Config_Rules class from the reduced ODM. In this class, devices with the attribute phase=1 are considered base devices. Base devices are all devices that are necessary to access rootvg. For example, if the rootvg is located on a hard disk all devices starting from motherboard up to the disk will have to be initialized. The corresponding methods are called so that rootvg can be activated in the next boot phase 2.

At the end of boot phase 1, the bootinfo –b command is called to determine the last boot device. 

· Boot phase 2

In boot phase 2, the rc.boot script is passed to the parameter 2.

During this phase, the following steps are taken.

· The rootvg volume group is varied on with the special version of the varyonvg command named the ipl_varyon command. 

· Root file system hd4 is checked using fsck –f. This will verify only whether the file system was unmounted cleanly before the last shutdown. 

· The root file system (/dev/hd4) is mounted on a temporary mount point (/mnt) in RAMFS. 

· The /usr file system is verified using the same command fsck –f and then mounted. 

· The /var file system is verified using the same fsck –f and then mounted. The copycore command checks is a dump occurred. If it did, it is copied from default dump devices, /dev/hd6, to the default copy directory, /var/adm/ras. After this /var is unmounted.

· The primary paging space from rootvg, /dev/hd6, will be activated.

· The mergedev process is called and all /dev files from the RAM file system are copied onto disk.

· All customized ODM files from the RAM file system are copied to disk. Both ODM versions from hd4 and hd5 are now synchronized.

· Finally, the root file system from rootvg (disk) is mounted over the root file system from the RAMFS. The mount points for the rootvg file systems become available. Now, the /var and /usr file systems from the rootvg are mounted again on their ordinary mount points.

There is no console available at this stage; so all boot messages will be copied to alog. The alog command maintains and manages logs.

· Boot phase 3

After phase 2 is completed rootvg is activated and the following steps are taken:

· The actual /etc/init process is started. It reads the /etc/inittab file.

· If the /etc/inittab file exists, the init command attempts to locate an initdefault entry in the /etc/inittab file.

· If the initdefault entry exists, the init command uses the specified run level as the initial system run level.

· If the initdefault entry does not exist, the init command requests that the user enter a run level from the system console (/dev/console).

· If the user enters an S, s, M, or m run level, the init command enters the maintenance run level. These are the only run levels that do not require a properly formatted /etc/inittab file.

· If the /etc/inittab file does not exist, the init command places the system in the maintenance run level by default (i.e., it runs rc.boot 03 with F5).

The first line in the /etc/inittab is executed which is rc.boot 3 and which does the following.

· The /tmp file system is mounted.

· Calling syncvg command and launching it as background process synchronize the rootvg. As a result all stale partitions from rootvg are updated. 

· At this stage, cfgmgr is called; if the system is booted in normal mode cfgmgr is called with option –p2; if the system is booted in service mode cfgmgr is called with option –p3. Cfgmgr reads the Config_rules file from ODM and calls all methods corresponding to either phase=2 or phase=3. All other devices that are not base devices are configured at this time.

Next, calling cfgcon command configures the console. After the configuration of the console, boot messages are sent to the console if no STDOUT redirection is made. However, all missed messages can be found in /var/adm/ras/conslog. 

· Finally, the synchronization of the ODM in the BLV with the ODM from the / (root) file system is done by the savebase command.

· The syncd daemon and errdaemon are started.

· LED display is turned off.

· If the file /etc/nologin exists, it will be removed.

If there are devices marked as missing in CuDv a message is displayed on the console, the message System initialization completed is sent to the console. The execution of rc.boot is completed. Process init will continue processing the next command from /etc/inittab.

Note:
The init command rereads the /etc/inittab file every 60 seconds. If the /etc/inittab file has changed since the last time the init command read it, the new commands in the /etc/inittab file are executed.

Boot problem determination
Boot problems fall into a number of categories:

- Power on or start up problems

- Failure to find a boot image

- A hang somewhere in the boot process

Failure to locate a boot image

The boot list held in the NVRAM stores the list of the locations where the machine will look for a boot image. In some situations, the boot list can become corrupted, be erased, or list non-existent devices.

Erasure of the boot list is the most usual reason for machines not being able to locate a boot image. Other reasons for the machine not actually finding a boot image are:

- Hardware problem on the boot device or on the SCSI bus to which the boot

  device is connected. 

- Devices listed in the boot list are either non-existent or do not contain a   

  valid boot image.

The recovery procedure depends upon the reason for the failure. The first thing to establish is where the boot list tells the machine to look for a boot image. Once you have established what is in the boot list, then you can add to it or correct it as appropriate.

Codes displayed longer than five minutes

Trying to decide if a LED code is in a hung state is difficult. The generally

accepted convention is that a constant display of five minutes duration or longer is liable to indicate a stalled boot process. 

LED 551, 552, 554, 555, 556, and 557 halts

If the machine stops on any of these LEDs, the first phase of the boot that tests the hardware has completed successfully. It is generally accepted, therefore, that these LED halts are related to problems with AIX.

7 LED 551, 555, or 557 halt

This section describes the causes for LED 551, 555, or 557 during IPL on a

RS/6000. Also outlined is a recovery procedure. The known causes of an LED 551, 555, or 557 during IPL on an RS/6000 are:

- A corrupted file system

- A corrupted journaled file system (JFS or JFS2) log device

- A failing fsck (file system check) caused by a bad file system helper

- A bad disk in the machine that is a member of the rootvg

To diagnose and fix the problem, boot from bootable media, run logform on

/dev/hd8, and run fsck to fix any file systems that may be corrupted. The -y

option gives the fsck command permission to repair file systems when

necessary.

LED 552, 554, or 556 halt

An LED code of 552, 554, or 556 during a standard disk based boot indicates a failure occurred during the varyon of the rootvg volume group.

The known causes of an LED 552, 554, or 556 halt are as follow:

- A corrupted file system

- A corrupted Journaled File System (JFS) log device

- A bad IPL-device record or bad IPL-device magic number (The magic number indicates the device type.)

- A corrupted copy of the Object Data Manager (ODM) database on the boot

logical volume

- A hard disk in the inactive state in the root volume group

To diagnose and fix the problem, there is a need to boot from bootable media and run the fsck command on each file system. If the file system check fails, you may need to perform other steps.

LED 553 halt

An LED 553 occurs during IPL on a RS/6000 if the system cannot read or run the /etc/inittab file. To recover from an LED 553, check /dev/hd3 and /dev/hd4 for space problems and erase files, if necessary. Check the /etc/inittab file for corruption and fix it, if necessary. If the inittab file was not corrupted, there is a need to check the shell profiles, the /bin/bsh file, and some other files.
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Notes: [The alog command is a BOS feature that provides a general-purpose logging program that can be used by any application or user to manage a log. The alog command reads standard input and writes the output to standard out and copies it to a fixed size file at the same time. The file is treated as a circular log. That means when it is filled, new entries are written over the oldest entries. Log files used by alog are specified on the command line or defined in the alog configuration database maintained by the ODM. The system-supported log types are boot, bosinst and nim.]
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The /etc/inittab

The format of /etc/inittab file is “file:id:runlevel:action:command”.

The /etc/inittab file lists the processes that init will start, and it also specifies when to start them. If this file gets corrupted, the system will not boot properly. It is useful to keep a backup of this file.

The fields are:

Identifier: Up to 14 characters that identify the process. Terminals use their logical device name as an identifier.

Runlevel: Defines what run levels the process is valid for. AIX uses run levels of 0-9. If the telinit command is used to change the runlevel, a SIGTERM signal will be sent to all processes that are not defined for the new run level. If after 20 seconds a process hasn’t terminated, a SIGKILL signal is sent. The default run level for the system is 2, which is AIX multiuser mode.

Action: How to treat the process. Valid actions are:




- respawn: If the process does not exist, start it




- wait: Start the process and wait for it to finish before reading the 

                     Next line

· once: Start the process and do not restart it if it stops



· sysinit: Commands to be run before trying to access the console

·  off: Do not run the command

Command: The AIX command to run to start the process


 The telinit command can be used to cause init to re-read the /etc/inittab file. You may need to do this if init stops respawning the getty process on a TTY due to line errors.


AIX uses a default run level of 2. This is the “normal” multi-user mode. You may want to perform maintenance on your system without having other users logged in. The command shutdown –m will place your machine into a single user mode terminating all log-ins. Once the machine reaches the single user mode, you will be prompted to enter root password. When you are ready to return to normal mode, type telinit 2.
Because this file controls part of the boot process, great care should be taken to prevent it from becoming corrupt. 

Editing /etc/inittab file using vi editor is not advisable. AIX provides several commands to add change and remove entries from /etc/inittab. They are mkitab, chitab, and rmitab. These commands perform syntax checking to ensure there are no invalid lines in this file. After editing the /etc/inittab file, force the system to re-read the file by using the ‘telinit q’ command.
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The System Resource Controller (SRC) provides a set of commands to make it easier for the administrator to control subsystems. A subsystem is a program (or a set of related programs) designed to perform a function. This can be further divided into subservers.

Subservers are similar to daemons. SRC was designed to minimize the need for user intervention since it provides control of individual subsystem or groups of subsystems with a few commands.

The relationship between the group and subsystem is easily seen from the output of lssrc -a. The graphic shows the relationship between the spooler subsystem group and its subsystems qdaemon, writesrv, and lpd. Some subsystem have subservers. 

For example, the tcpip group contains a subsystem, inetd, that has several subservers, for example ftp and telnet.
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These are examples of SRC commands.

The lssrc command is used to show the status of SRC. In the example, we are checking the status of the spooler group using -g. To list the status of all processes, the -a should be used (lssrc -a). -s and -g are options that control subsystems or subsystem groups respectively. These can be used with the SRC commands.

In the remaining examples, we are controlling one subsystem, lpd - the daemon that controls the print server. Use startsrc to start subsystems or groups. Use stopsrc to stop subsystems or groups. The refresh command forces the subsystem to reread any of its configuration files.
SYSTEM RESOURCE CONTROLLER (SRC)

The System Resource Controller provides a set of commands to make it easier for the administrator to control subsystems

The System Resource Controller manages:

Subsystem group -> Subsystem -> Subserver

Subsystem is program (or a set of related programs) designed to perform a function.

Subservers are daemons, which listens to Subsystems services.  

Example:

Subsystem group is spooler.

Subsystems are qdaemon, writesrv and lpd under spooler Subsystem group.

Subservers are qdaemon, writesrv and lpd.

SRC COMMANDS:

List the status of all processes

# lssrc –a

List the status of the spooler group

# lssrc -g spooler

Start the SRC subsystem lpd 

# startsrc -s lpd

Stop the SRC subsystem lpd

# stopsrc -s lpd

The refresh command forces the subsystem to reread any of its configuration files.       

    # refresh -s lpd

 Command to list processes and examining the processes controlled by SRC. For the processes controlled by SRC, the PID and the corresponding PPID would be the same.

# ps –ef
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#ps -ef

UID PID PPID C  STIME TTY TIME CMD

root 1 0 0 May 04 - 0:11 /etc/inmit

root 2626 1 0 May 04 - 1:17 /usr/sbin/syncd 60
root (F135> 1 0 May 04 - 0:00 /usr/sbin/srcmstr
roor 4964 (A138)0 May 04 - 0:00 /usr/sbin/inetd
root 6734 0 May 04 - 0:02 /usr/sbin/cron
roor 8022 (I13D)0 May 04 - 0:00 /usr/sbin/qdaemon
root 9036 T 0 May 04 - 0:00 /usr/sbin/uprintfd
root 935 1 0 May 04 - 0:02 /fusr/bin/program

For process not started by sremstr
#Kkill 9345

For processes started by SRC

# stopsrc -s gdaemon





Because some processes are started using SRC, they should be stopped using SRC. If you are not sure how it was started, you can run lssrc to view what is controlled by SRC.

Or, by examining the output from ps -ef, you can determine the same information. In the output above, srcmstr has a PID of 4136. Any processes with PPID of 4136 is controlled by SRC. These should be stopped using stopsrc - as is the case with qdaemon. Processes that do not have a PPID of 4136 are not controlled by SRC and can be stopped with the kill command - as is the case with program /usr/bin/program.
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The SMIT shutdown fastpath or the shutdown command is used to shut the system down cleanly.

If used with no options, it displays a message on all enabled terminals (using the wall command), then after one minute disables all terminals, kills all processes on the system, sync the disks, unmounts all file systems, and then halts the system.

You can also use shutdown with the -F option for a fast immediate shutdown (no warning), -r to reboot after the shutdown or -m to bring the system down into maintenance mode. The -k is a pretend shutdown. It will appear to all users that the machine is about to shutdown, but no shutdown actually occurs.

To shut down the system to single-user mode:

# cd /

# shutdown -m

If you need a customized shutdown sequence, you can create a file called

/etc/rc.shutdown. If this file exists, it is called by the shutdown command and is executed
first. For example, this is useful if you need to close a database prior to a shutdown. If rc.shutdown fails (non-zero return code value) the shutdown is terminated.

Flags

-d 
Brings the system down from a distributed mode to a multiuser mode.

-F 
Does a fast shutdown, bypassing the messages to other users and

bringing the system down as quickly as possible.

-h 
Halts the operating system completely; same as the -v flag.

-i 
Specifies interactive mode. Displays interactive messages to guide the

user through the shutdown.

-k 
Avoids shutting down the system.

-m 
Brings the system down to maintenance (single user) mode.

-r 
Restarts the system after being shutdown with the reboot command.

-t 
Restarts the system on the date specified by mmddHHMM [yy] where:

mm Specifies the month.

dd Specifies the day.

HH Specifies the hour.

MM Specifies the minute.

-l 
Since AIX V5.1 this option creates a new file (/etc/shutdown.log) and

appends log output to it. This may be helpful in resolving problems with the shutdown procedure. While the output is generally not extensive, if the root file system is full, the log output will not be captured.

The -t option is only supported on systems that have a power supply which automatically turns power off at shutdown and an alarm to allow reboot at a later time. Systems without this capability may hang or may reboot immediately after shutdown.
SYSTEM SHUTDOWN COMMANDS

Fast immediate shutdown with no warning. 

# shutdown –F

Fast immediate shutdown with no warning and restart. 

# shutdown –Fr

Shutdown the system in single-user maintenance mode. 

# shutdown -m

To pretend shutdown.






# shutdown –k
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Notes:

The System Environment selection in SMIT controls many different aspects of the system.

Stop the System - runs the shutdown command.

Assign the Console - allows assignment or reassignment of the system console. A reboot is required for it to take effect.

Change/Show Date and Time - runs the date command to set the date and time. Time zones are also controlled here. Time in AIX is kept in CUT (GMT) time and is converted and displayed using the local time zone.

Manage Language Environments - sets up the language information on your system.

Change/Show Characteristics of the Operating System - allows dynamic setting of kernel parameters.

Change/Show Number of Licensed Users - shows status of fixed and floating licenses.

Broadcast Message to all Users - issues the wall command.

Manage System Logs - displays and cleans up various system logs.

Change/Show Characteristics of System Dump - manages what happens when your system panics, crashes and dumps system data.

Change/Show Documentation Services - Allows the root user to specify values for the environment variable which configure the infocenter documentation services.

Change System User Interface - determines whether CDE or command-line login is used.

Internet and Documentation Services - controls setting up the Web-based

documentation.

Change/Show Default Documentation Language - allows the user to change/show the default language of the documentation and search server.

Web-based System Manager - configures the Web-based System Manger to work in a remote mode.

Enable 64-bit Application Environment - allows the 64-bit application environment to be enabled either immediately or at system restart.

Manage Remote Reboot - identifies a serial port and special string to invoke remote reboot

Manage System Hang Detection - configures automated action for when a defined set of processes get no cycles
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The LANG variable specifies the installation default locale. The LANG value is set in the /etc/environment file at installation time by the system, based on the information given by the user.

The choice of the language environment affects the means of handling collation, character classification, case conversion, numeric and monetary formatting, date and time formatting, and so forth.

Many language-territory combinations are supported by more than one code set. Be careful when changing the LANG environments to assure the locale chosen matches the user's needs, the keyboard mapping, and font selection.

To change the system National Language (used for accessing online documentation, online help in SMIT and all error messages) use the chlang command. For example, chlang En_GB for PC850 code pages or en_GB for ISO 8859.1 code pages or chlang C for POSIX messages. This updates the default setting of the LANG environment variable in /etc/environment. You must log off and log in again to the system, for the change to the

language environment to become effective.
Industry-standard code sets are provided by means of the ISO8859 family of code sets, which provide a range of single-byte code set support. The Personal Computer (PC) based code sets IBM-850 and IBM-932 are also supported. IBM-850 is a single-byte code set while IBM-932 is a multibyte code set used to support the Japanese locale.

The installation default locale refers to the locale selected at installation. For example, when prompted, a user can specify the English language as spoken in Great Britain during the installation. The code set automatically defaults to the ISO8859-1 code set.

To convert ASCII text files or message catalogs from one code page to another, the iconv command or SMIT can be used.

The Euro currency symbol “€” is supported in the ISO.8859-15, UTF-8 and IBM-1252 codesets.
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