Following terms are to be cleared before moving further in CCNA
1) Define simple-routed LAN?
Simple Networking Routing and Routers

This section will explain routing in simple terms with some simple standard rules. There may be exceptions to these rules, but for introductory purposes we will keep the first example simple. Please be aware, that the examples in this section are working examples, but more complexity may be added when a larger network is considered, and multiple data routes become available.

Each network interface card (NIC) has a specific address which is an IP address or number. When data is sent between two computers, the data must be sent in a package that has the address of the intended receiver (IP) on it. It is like an envelope (Ethernet) with the sender's and recipient's address on it. There is somewhat of a difference, however. When the computer intends to send a packet, it first checks its routing table to see if the intended data must be sent through a gateway. Many computers only have a simple routing table, which is built from the network mask and the gateway information entered, when you set your computer up to do networking. The computer, when set up for networking, must be assigned an IP address, net mask, and default gateway. This may be done manually or done automatically using Dynamic Host Configuration Protocol (DHCP) to assign this information to the computer when it boots. DCHP is described in another section. If the computer determines that the packet must be sent to a gateway, it puts it in a special packet (Ethernet) for that gateway, with the actual recipient's address wrapped inside.

In the above paragraph, data packets are equated to a letter with an envelope. For this type of thinking, the envelope would be similar to the Ethernet, SLIP, or PPP packet which encapsulates the IP packet. The IP packet and its encapsulated data would similar to a letter. Here's generally what happens when a package is sent:

The sending computer checks the IP part of the package to see the sender's IP address, and based on the address and instructions in its routing table will do one of the following:

Send the packet to the Ethernet address of the intended recipient. The following will happen:

The Ethernet card on the receiving computer will accept the packet.

The other network levels (IP, TCP) will open the packet and use it according to filtering and other programming instructions.

Send the packet to the Ethernet address of a router, depending on the instructions in the routing table.

The Ethernet card on the router will accept the packet.

The IP level of the router will look at the packet's IP address and determine according to its routing table where to send the packet next. It should send it to another router or to the actual recipient.

The router will encapsulate the IP packet in another Ethernet packet with the Ethernet address of the next router or the intended recipient.

Router hops will continue until the packet is sent on a network where the intended recipient is physically located unless the packet expires.

The Ethernet card on the receiving computer will accept the packet.

The other network levels (IP, TCP) will open the packet and use it according to filtering and other programming instructions.

Lets say you enter an IP address of 10.1.20.45 and a net mask of 255.255.0.0. This means you are on the network 10.1.0.0 (I show it as 10.1.x.x, the X's mean don't care conditions). The machine's IP address and net mask, together define the network, that it's NIC is on. Therefore any machine that fits in the address range provided under 10.1.x.x can be accessed directly from your NIC, and any that are not in this number range, such as 10.3.34.67 cannot be accessed directly and must be sent to a gateway machine since it is on another network. Typically most machines will use their net mask to make this determination which means if the address does not match their known network, the package will be sent to that machine's default gateway in a special package meant for a router. It works similar to a post office. When you send a letter in your town, you put it in the local slot. It can be delivered to someone else in your town (network), but if you are sending to another town (network), you put the letter in the out of town slot (default gateway), then the mail personnel put it in a special container or box and send it to a main town (gateway), which then decides where to send it based on its address. Although this simple network and default gateway may be common, specific computers or gateways can have much more complex rules for routing that allow exceptions to this example.

Please be aware that in order to be forwarded, data packets must be addressed to a router. They cannot just be sent to the recipient's address out to a network. The router does not pick packets off the network and forward them. If a packet is sent on a network and a valid recipient is not on that network, there will be no response. This will be demonstrated in the next section where a sub network will be described.

To keep routing simple, most networks are structured as shown below. Generally, the higher networks are 10.x.x.x, then the next are 10.0-254.x.x, then 10.0-254.0-254.x. The number 10 is used as an example Class A network. This numbering scheme keeps routing simple and is the least confusing but networks can be set up in other ways. In the diagram below, only gateways and their networks are shown.

In my simple network example below I vary from convention and make network 192.168.2.x be below network 192.168.1.x. causing traffic between the internet and 192.168.2.x to go through the network 192.168.1.x. Normally the network 192.168.1.x would be 192.168.x.x, but this will show you that there can be many variants that will work as long as you have thought your layout through well, and set your routing tables up in your gateways correctly. 

The boxes labelled A and B must be gateways or routers in order for anyone on networks 192.168.2.x or 192.168.1.x to talk to any other network or internet. The boxes labelled S1 through S6 are stations which could be workstations or servers providing services like BOOTP, DHCP, DNS, HTTP, and/or file sharing such as NFS or Samba. The gateways may also provide these services. These stations may combine any combination of server or workstation function. The reasons for putting the various services on separate machines is because of security concerns and the ability of a given machine to handle specific demand. Typically, the computer that is connected directly to the internet, would be a firewall and provide no other services for security reasons. For example, it is not a good idea to provide TFTP services on a machine that you want to have high security. This is why, depending on the security needs of the company or individual along with the relative amount of each service to be provided, various servers are set up with limited functionality. 

The machine S6 in the diagram above has the following characteristics: 

IP Address:   192.168.2.2

Network:      192.168.2.0

Net mask:      255.255.255.0

Gateway:      192.168.2.1

In Linux, the "ifconfig" command is used to configure the NIC and the command "route" is used to set up routing tables for that machine. Please note that in Red hat Linux, the GUI interface programs "Netcong" and "linuxconf" may be used to set this up also. These GUI interface programs will set these changes up to be permanent by writing them to files that are used to configure network information. Changes made with "route" without adding the changes to permanent files will no longer be valid when you reboot the machine. The command "ifconfig eth0 192.168.2.2 net mask 255.255.255.0" will set the NIC card up with its address and network number. You can type "netconfig", then select "basic host information" and do the same thing. The command "route add -net default gw 192.168.2.1 dev eth0" will add the route required for this computer for its gateway. This can be done using "ifconf" by selecting "routing and gateways" and "defaults", then setting the address of the default gateway, and enabling routing. Please be aware that various versions of Linux have different means of storing and retrieving network and routing information and you must use the tools that come with your system or learn it well enough to determine what files to modify. On Red hat 6.1 the file "/etc/sysconfig/static-routes" can be modified to make your route changes permanent, but this does not apply to your default route. Other files are "/etc/sysconfig/routed" and "/etc/sysconfig/network". Other files include "/etc/gateways", "/etc/networks", "/proc/net/route", "/proc/net/rt_cache", and "/proc/net/ipv6_route". The file "/etc/sysconfig/network-scripts" is a script file that controls the network setup when the system is booted. 

If you type "route" for this machine, the routing table below will be displayed: 

Destination
Gateway
Genmask
Flags
Metric
Ref
Use
Iface

192.168.2.2
*
255.255.255.255
UH
0
0
0
eth0

192.168.2.0
*
255.255.255.0
U
0
0
0
eth0

127.0.0.0
*
255.0.0.0
U
0
0
0
lo

default
192.168.2.1
0.0.0.0
UG
0
0
0
eth0

Here is a simple explanation of routing tables and their purpose. All computers that are networked have a routing table in one form or another. A routing table is a simple set of rules that tell what will be done with network packets. In programming language it is easiest to think of it as a set of instructions, very similar to a case statement which has a "default" at its end. If can also be thought of as a series of if..then..elseif..then..else statements. If the lines above are labelled A through C and a default (the last line), an appropriate case statement is: (Don't count the header line) 

switch(address){

    case A: send to me; break;

    case B: send to my network; break;

    case C: send to my local interface; break;

    default: send to gateway 192.168.2.1

An appropriate if statement is: 

if (address=me) then send to me;

else if (address=my network) then send to my network;

else if (address=my local) then send to my local interface;

else send to my gateway 192.168.2.1;

In everyday terms this is similar to a basic decision process. Imagine you are holding a letter. If it is addressed to you, you keep it, if it is addressed to someone in your town, you drop it in the local slot at the post office, but if it is addressed to someone out of town, you would drop it in the out of town slot. 

Note how the routing table is arranged. It is arranged from the most specific to the least specific. Therefore as you go down the table, more possibilities are covered. You will notice the first Genmask is 255.255.255.255 and the last is 0.0.0.0. There can be no doubt that the last line is the default. The gasmasks between the start and the end have a decreasing number of least significant bits set. 

The above default routing table may be added manually with the command: 

route add -net default gw 192.168.2.1 dev eth0 

The routing table for machine B, the gateway for the network 192.168.2.0 is as follows. Destination
Gateway
Genmask
Flags
Metric
Ref
Use
Iface

192.168.2.1
*
255.255.255.255
UH
0
0
0
eth0

192.168.1.2
*
255.255.255.255
UH
0
0
0
eth1

192.168.2.0
192.168.2.1
255.255.255.0
UG
0
0
0
eth0

192.168.2.0
*
255.255.255.0
U
0
0
0
eth0

192.168.1.0
192.168.1.2
255.255.255.0
UG
0
0
0
eth1

192.168.1.0
*
255.255.255.0
U
0
0
0
eth1

127.0.0.0
*
255.0.0.0
U
0
0
0
lo

default
192.168.1.1
0.0.0.0
UG
0
0
0
eth0

The Iface specifies the card where packets for this route will be sent. The address of eth1 is 192.168.1.2 and eth0 is 192.168.2.1. The NIC card addresses could have easily been switched. Line 1 (above) provides for the eth0 address, while line 2 provides for the address of eth1. Lines 3 and 4 are the rules for traffic going from network 192.168.1.0 to network 192.168.2.0 which will be sent out on NIC eth0. Lines 5 and 6 are the rules for traffic going from network 192.168.2.0 to network 192.168.1.0 which will be sent out NIC eth1. This may seem confusing, but please note the first value on lines 3 and 4 is 192.168.2.0 which the header indicates as the destination of the packet. Don't think of it as source! The last line is the default line which specifies that any packet not on one of the networks 192.168.1.0 or 192.168.2.0 will be sent to the gateway 192.168.1.1. This is how the internet access can be attained, though IP masquerading will probably be used. The flags above mean the following: 

U - Route is up 

H - Target is a host 

G - Use gateway 

There are other flags, you can look up by typing "man route". Also the metric value above, indicating the distance to the target, is not used by current Linux kernels but may be needed by some routing daemons. Please note that if route knows the name of the gateway machine, it may list its name rather than the IP address. The same is true for defined networks. Networks may be defined in the file "/etc/networks" as in the example: 

net1 192.168.1.0

net2 192.168.2.0

The routing table above can be set up with the following commands. 

route add -net 192.168.2.0 net mask 255.255.255.0 gw 192.168.2.1 dev eth0

route add -net 192.168.1.0 net mask 255.255.255.0 gw 192.168.1.2 dev eth1 

Again be aware that you are specifying destination networks here and the Ethernet device and address the data is to be sent on.

In Red hat Linux this can be specified using "Netcom" by selecting "routing and gateways" and "other routes to networks" and entering the following:

Network
Net mask
Gateway

192.168.2.0
255.255.255.0
192.168.2.1

192.168.1.0
255.255.255.0
192.168.1.2

Alternatively in Red hat Linux, you can add the following two lines to the file "/etc/sysconfig/static-routes": 

eth0 net 192.168.2.0 net mask 255.255.255.0 gw 192.168.2.1

eth1 net 192.168.1.0 net mask 255.255.255.0 gw 192.168.1.2 

The commands to delete the above routes with route are: 

route del -net 192.168.2.0 net mask 255.255.255.0 gw 192.168.2.1 dev eth0 route del -net 192.168.1.0 net mask 255.255.255.0 gw 192.168.1.2 dev eth1

Be aware, the program route is very particular on how the commands are entered. Even though it may seem that you entered them as the man page specifies, it will not always accept the commands. I don't know if this is a bug or not, but if you enter them as described here with the network, net mask, gateway, and device specified, it should work. The slightest misnomer in network name, net mask, gateway, device, or command syntax and the effort will fail.

2) Define routed WAN

A network device designed to forward packets to an external network such as the Internet. Most routers are used to direct traffic to a network outside of the one they reside in such as the Internet. However, when routers are used within an enterprise to keep sub networks divided, they would just be called "routers" or possibly "core routers," but not WAN routers. The routers that make up the backbone of the Internet are known as "core routers." See router, core router and edge router.

3) Define switched LAN

Definition: A network switch is a small hardware device that joins multiple computers together within one local area network (LAN). Technically, network switches operate at layer two (Data Link Layer) of the OSI model. 

Network switches appear nearly identical to network hubs, but a switch generally contains more intelligence (and a slightly higher price tag) than a hub. Unlike hubs, network switches are capable of inspecting data packets as they are received, determining the source and destination device of each packet, and forwarding them appropriately. By delivering messages only to the connected device intended, a network switch conserves network bandwidth and offers generally better performance than a hub. 

As with hubs, Ethernet implementations of network switches are the most common. Mainstream Ethernet network switches support either 10/100 Mbps Fast Ethernet or Gigabit Ethernet (10/100/1000) standards. 

Different models of network switches support differing numbers of connected devices. Most consumer-grade network switches provide either four or eight connections for Ethernet devices. Switches can be connected to each other, a so-called daisy chaining method to add progressively larger number of devices to a LAN.
4) Define LANE networks

(LAN Emulation) The ability to connect Ethernet and Token Ring networks together via ATM. LANE allows common protocols, such as IP, IPX and AppleTalk to ride over an ATM backbone without any modification to Ethernet or Token Ring stations. LANE is also used to create emulated LANs (ELANs), which like VLANs, logically combine groups of users.

The ATM Forum governs the LANE User-to-Network Interface (LUNI), which defines how an end station communicates with the ATM network.

Encapsulating LAN Packets

The LANE driver encapsulates Ethernet and Token Ring packets into LANE packets and then converts them into ATM cells, and vice versa. The driver resides in an edge device which sits between the LAN and the ATM switch. The driver is also required in each ATM client station.

The LECS and BUS

LANE is implemented in an ATM switch or stand-alone server and is made up of two software components: the LANE Configuration Server (LECS), which provides address resolution, and the Broadcast and Unknown Server (BUS), which manages multicast and broadcast traffic within the ELAN. See ATM and MPOA.

5) How to configure IP, IGRP, IPX, serial, Apple talk, Frame Relay, IP RIP, VLAN, IPX RIP, 

6) Define BOD (bandwidth on demand)

Bandwidth on demand is a data communication technique for providing additional capacity on a link as necessary to accommodate bursts in data traffic, a videoconference, or other special requirements. The technique is commonly used on dial-up lines and wide area networks (WANs) to temporarily boost the capacity of a link. Some call it "rubber bandwidth" because the capacity can be increased or decreased as needed. It is also called dynamic bandwidth allocation or load balancing. A similar technique is bandwidth on time of day, which refers to providing additional capacity at specific times of the day.

A network administrator who cannot be sure of traffic patterns between two sites can install routers that provide bandwidth-on-demand features. Such routers can automatically establish links on demand (dial-up, ISDN, or other switched services) to provide more capacity, and then bring the line down when traffic demands diminish. Home users with ISDN connections can aggregate two 64-Kbit/sec lines into a single 128-Kbit/sec line on demand.

Bandwidth on demand is both economical and practical. It makes sense to use a switched line and only pay for services as they are needed, rather than lease an expensive dedicated line that may go underused part of the time. Networks such as frame relay can automatically provide more capacity without the need to add additional lines, but the capacity is limited by the size of the trunk that connects a customer to the frame relay network.

Inverse multiplexing is a technique that combines individually dialed lines into a single, higher-speed channel. Data is divided over the lines at one end and recombined at the other end. Both ends of the connection must use the same inverse multiplexing and demultiplexing techniques. A typical dial-on-demand connection happens like this: A router on one end makes a normal connection, and then queries the router at the other end for additional connection information. When traffic loads are heavy, the additional connections are made to accommodate the traffic requirements.

The Lucent/Ascend Pipeline 75 remote access device determines when to add or subtract channels as follows. A specified time period is used as the basis for calculating average line utilization (ALU). The ALU is then compared to a target percentage threshold. When the ALU exceeds the threshold for a specified period of time, the Pipeline 75 attempts to add channels. When the ALU falls below the threshold for a specified period of time, it then removes the channels.

As an aside, a technique called trunking or link aggregation is like bandwidth on demand, but the bandwidth is usually made permanently available. Trunking is manually configured on internal network links to create additional bandwidth to high-volume servers and other devices. The usual configuration consists of two or more bonded Fast Ethernet channels between a switch and a server farm. See "Link Aggregation" and "Load Balancing" for more information.
7) Define DDR (dial-on-demand routing)

Dial-On-Demand Routing (DDR) is a technique whereby a router can automatically initiate and close a circuit-switched session as transmitting stations demand. The router spoofs keep lives so that end stations treat the session as active. DDR permits routing over ISDN or telephone lines using an external ISDN terminal adaptor or modem. 

8) Go to boson.com and check out for practice exam, IP subnetter, System-Logging, wildcard Mask Checker.

9) Understanding the OSI model in depth with all the layers?
The 7 Layers of the OSI Model

Last updated: March 03, 2008

The OSI, or Open System Interconnection, model defines a networking framework for implementing protocols in seven layers. Control is passed from one layer to the next, starting at the application layer in one station, proceeding to the bottom layer, over the channel to the next station and back up the hierarchy.
 Application: - (Layer 7)
This layer supports application and end-user processes. Communication partners are identified, quality of service is identified, user authentication and privacy are considered, and any constraints on data syntax are identified. Everything at this layer is application-specific. This layer provides application services for file transfers, e-mail, and other network software services. Telnet and FTP are applications that exist entirely in the application level. Tiered application architectures are part of this layer.

Presentation: - (Layer 6)
This layer provides independence from differences in data representation (e.g., encryption) by translating from application to network format, and vice versa. The presentation layer works to transform data into the form that the application layer can accept. This layer formats and encrypts data to be sent across a network, providing freedom from compatibility problems. It is sometimes called the syntax layer.

Session: - (Layer 5)
This layer establishes, manages and terminates connections between applications. The session layer sets up, coordinates, and terminates conversations, exchanges, and dialogues between the applications at each end. It deals with session and connection coordination.

Transport :-( Layer 4)
This layer provides transparent transfer of data between end systems, or hosts, and is responsible for end-to-end error recovery and flow control. It ensures complete data transfer.

Network:- (Layer 3)
This layer provides switching and routing technologies, creating logical paths, known as virtual circuits, for transmitting data from node to node. Routing and forwarding are functions of this layer, as well as addressing, internetworking, error handling, congestion control and packet sequencing.

Data Link:-(Layer 2)
At this layer, data packets are encoded and decoded into bits. It furnishes transmission protocol knowledge and management and handles errors in the physical layer, flow control and frame synchronization. The data link layer is divided into two sub layers: The Media Access Control (MAC) layer and the Logical Link Control (LLC) layer. The MAC sub layer controls how a computer on the network gains access to the data and permission to transmit it. The LLC layer controls frame synchronization, flow control and error checking.

Physical: - (Layer 1)
this layer conveys the bit stream - electrical impulse, light or radio signal -- through the network at the electrical and mechanical level. It provides the hardware means of sending and receiving data on a carrier, including defining cables, cards and physical aspects. Fast Ethernet, RS232, and ATM are protocols with physical layer components.
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